
GPnP Basic Algorithm with Regularization

𝛽 = ⁄! "; 𝜎 = 𝜎#$%; 𝛼 = 1.3;
Randomly Initialize 𝑋
Repeat {

𝑋 ← 1 − 𝛽 𝑋 + 𝛽Denoise 𝑋; 𝛼𝜎 + 𝛽𝜎RandN(0, I)
𝑋 ← 9𝐹! 𝑋 + 𝛽𝜎RandN(0, I)
𝜎 ← Reduce 𝜎

}
Return(𝑥)

– Denoise 𝑋; 𝜎 	-	MMSE	denoiser	trained	for	AWGN	with	variance	𝜎!.
– Increasing 𝛼 increases regularization
– Prior	is	blurred	by	 1 + 𝛽 𝜎!,	but with time 𝜎 → 0

J𝐹" 𝑋 	is the Forward 
Model Proximal Map


