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Abstract— It is well known that queues with exponen- each case tends t® aso /7 — 0, which agrees with

tially distributed service time have the smallest Shannon the fact that the DSTC has infinite capacity.
capacity among all single-server queues with the same

service rate. However, the capacity of other service
disiplines such as Gaussian service timing channels
(GSTC) remains unknown. In this paper, we outline a We will present our results for the lower bounds
preliminary investigation into timing channel capacity, (denoted asC;) and upper bounds (denoted &%)
when the service distributions are uniform, Gaussian, on the timing channel capacities for the USTC, GSTC,
and truncated Gaussian. Our study indicates that the 5,4 TGSTC in this section. The upper bour@s in
capacity per service time increases as the ratio of the all cases are obtained by using Thereom 5 in [1]
standard deviation to the mean service time of the server . . . . s
decreases. We first consider the USTC in which the service
timesSy, So, - - -, Sy, arei.i.d. uniform random variables
U(T — €, T + ¢). The bounds are provided below:
. INTRODUCTION H(p)

[I. BOUNDS ONTIMING CHANNEL CAPACITIES

A timing channel is a non-conventional communica- ¢Z = Molgggl[p T (e/T) (A= 3p)] nats/sec (1)

tion channel, in which a message is encoded in terms of T

the arrival times of bits. The receiver observes the time Cuv = u(In(5-) +1) nats/sec (2)
intervals between the departing bits and decodes th

message. It has been shown in [1] that the Exponent?’é’%ereH(p). = —pln(p) = (1 —p)In(l =p). - .
Service Timing Channel (ESTC) has a capacity of We obtain C'r by choosing the |nter-arr|val_t|mes
nats/sec, wherg is the service rate. Its capacity is the\1> 42, d totbea ""d.'t gfeonlfetrlc random variables,
lowest among all the servers with the same service ra@?vmg Iscrete densily function

Most of the existing work such as [1], [2], [3], [4], [5], P[4; = T+ e +4kel =p(1 —p)*, k=0,1,---

[6] has focused on ESTC. The discrete-time counterpart . ) _
has been studied in [7], [8]. This encoding scheme ensures no queueing and also

gaIIows the receiver to decode a message error-free.

Channel (DSTC) has infinite capacity. A question arises N€Xt. we consider the GSTC in which the service
naturally from the above two extremes: if the servicdMes 5217 -+, 9, areii.d. Gaussian random variables
time distribution is just a little "short” of being deter- V(1>0~) ando/T" < 1/v2me ~ 0.24 . The bounds

ministic, how large is the timing capacity? We attemp@'® €stimated to be:

We also know that the Deterministic Service Timin

to answer this question by investigating the capacities N 1n§ +InY s/ 3
of three timing channels, in which the service time Lo~ ppax o +3\/§y] nats/sec  (3)
distributions are uniform (USTC), Gaussian (GSTC), e T

and truncated Gaussian (TGSTC). In particular, we Cuv = Mln(\/g;) nats/sec, (4)

are interested in characterizing the capacities of these _ .
channels whew /T is small, wheres is the standard e obtain ¢ for the GSTC by choosing the
deviation of the service time, arflis the mean service mter-arr;val times Ay, Ay,--- to be ii.d. Gaussian
time. We show the capacity of these timing channeld (1, 93), and independent of the service times. We
increases whemw /T decreases. The lower bound in"€du'™®

/ To=T+3y/02+ 02 (5)
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Fig. 1. The Capacity Lower Bounds (in bits per average sertiloe) vs the Load Factox/u

TABLE |

P(No Queueing = P(Ag1 — S 2 0) = 0.997 THE LOWERBOUNDS (IN BITS PER SERVICE TIMB

Finally, we consider TGSTC in which the service [ 2] GSTC|[TGSTC[ USTC |
times 51, So, - - - arei.i.d. with density function: 1011 07439] 0.8417 ] 1L.0977
1 (x —T)? 1072 | 2.3886| 2.6574 | 2.8960
1) = o P55 ) 1T =30, T +30) 1079 | 4.7261] 5.0997 | 5.3052

whereT > 30 and K = [~ f(z)dz = 0.997

Its upper bound”y; is estimated to be the same as I1l. ONGOING RESEARCH

tha_t of %ST% 9“’6” by (4). lts lower boundy, is We are finding tighter bounds for GSTC and TGSTC.
estimated to be: We are studying the capacities of covert network timing

0.5In(1 + 0.5Y?) channels and implementing efficient and good coding

CL~ ,um}z}x[ | nats/sec (6)

1+35(Y +1) schemes.
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