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Abstract— Wireless reprogramming of the sensor netwotkat from user’s point of view, it is tedious torfoem many
is useful for uploading new code or for changing thounds of single hop reprogramming to completepragram

functionality of the existing code. In recent yeathe
research focus has shifted from single hop reprogriag to
multi-hop reprogramming primarily because of itseaf
use. Practical experience from a multi-hop sensiwaork
for monitoring water pollution, called CSOnet, degd in
South Bend, IN, indicates that single-hop reprogréamg

the multi-hop network. Second, multi-hop reprograngn
protocols like Delug¢3], Freshe{6] and Strean5] spatially
pipeline the code transfer (also called spatialtipleking)
and thus reduce the time to reprogram the netvildr&t is, a
node does not need to completely download the ondge
before starting to send the code to its neighbdtsese

may be preferable under certain conditions to mirém protocols divide the entire code image into pagmssisting
reprogramming time and energy. In this, the usés glwse of fixed number of packets. When a node completes
to a node to be reprogrammed and wirelessly repmgra downloading a single page, it can send that pagether
single node at a time. The choice between single &ad nodes in the network.

multi-hop reprogramming depends on factors likewoek But in some deployment conditions, like in combined
size, node density and most importantly, link talifes. We Sewage Overflow (CSO) project implemented in Sdehd,
present a protocol calleBSream having both single andIndiana, multi-hop reprogramming can be costlyanrs of
multi-hop  reprogramming capabilities. We provideeprogramming time and energy. In CSO, a multi-kepsor
mathematical analysis and results from testbed rerpats network, called CSOnet, with nodes mounted onitréitihts
(including experiments conducted on CSOnet netwWoaksl and lamp-posts, is used to collect alerts from mhooimg
simulations to give insights into the choice of theo sensors planted in the manholes of the municipalage
reprogramming methods for various network pararseter  system. The network then forwards these alertatevepys at
major traffic intersections which make distributedntrol
decisions to channel the flow to temporary resesved that
dumping the waste water into rivers or lakes caavméded.

) INTRODUCTION At _first glance, it may appear pointless to sgceifithe
relative ease of the multi-hop reprogramming inofawf
Large scale sensor networks may be deployed fog lafbde by node reprogramming. The conditions in which
periods of time during which the requirements fréhe sensor network is deployed may change over time. Fo
network or the environment where the nodes areogepl example, the link reliabilities between the nodes the
may change. The change may necessitate uploadiveya network may change because of varying environmental
code or re-tasking the existing code with differeets of factors. When link reliabilities are low, sendingtiee
parameters. The deployed software on a networkmeayl to application image over multiple links imposes a \yea
be changed, to correct software bugs. Wirelesglrden in terms of retransmissions. This increaties
reprogramming the nodes is particularly useful beeathe reprogramming cost-both reprogramming energy anm-ti
network may be deployed over a wide geographiogiore and congestion in the wireless links which may legten
and some nodes may be in difficult to reach pladesvever, utilized in transferring critical data. In fact, rfall current
remote reprogramming Iin sensor n_etworks poses akevesprogramming protocols, except Stream, what néedse
challenges. First, the reprogramming should be 10GPansferred over the network is the entire appticatmage
reliable, i.e. each node being reprogrammed shoeddive plus the reprogramming protocol image. This exaatebthe
the code in its entirety. A program image is rellf 1arge problem by increasing the number of packets thatis¢o be
for the low-bandwidth wireless radio. Therefore,deo transmitted re|iab|y through the network. The imwe is
delivery has to be done efficiently to minimize uedant sometime by a factor of 78].
transmissions due to multiple senders and extra This specific problem reared its head in the CSOnet
retransmissions due to link losses or collisiondsoA a deployment where it was observed that the battesiese
sensor node has limited power supply and memoryit$® being drained much faster than the theoretical utations
important to minimize the energy and memory consionp had predicted. Our investigation revealed that lezgoode
for network reprogramming. updates being sent using the multi-hop method vibee
In recent years, the focus of the sensor DetWQfEIprit for parts of the network, particularly tarts having
reprogramming has shifted from single hop reprognarg linear topology and unreliable links. We decidedetglore
(only nodes within the transmission range of theebaode the possibility of judiciously using single hop regramming.

(BN) are reprogrammed) to multi-hop reprogrammiid (in contrast to multi-hop reprogramming, in the $ngop
nodes in the multi-hop network are reprogrammedjbse

of various reasons. First and perhaps the bigghstrdage is
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method, the user visits each node in the deployment fieldi
remotely reprograms it being physically as closeassible
to the node. The severity of the above problemtbas be
greatly reduced because the user goes as closessiblp to
the node to be reprogrammed to maximize link rditgb

This reduces the number of retransmissions and ehefl

reprogramming time and energy will be conservecetaly
hardwired reprogramming (by directly connecting semsor

node to the computer via say serial port) cannotabe

substitute for single hop reprogramming to tackie high
cost of multi-hop reprogramming. For example, ire t
CSOnet deployment, since the sensor nodes ardesitaa
top of the traffic posts, it is tedious and difficto bring down
the sensor nodes from the traffic posts and manuglload
the code to these sensor nodes. The company résigofts
the implementation of the projeidtEmNet LLC in Granger,
Indiandl reports high cost and logistical difficulties i
reprogramming the sensors manually. This mode efaijon
cost EmNet $200 to reprogram each node includipgr8ons
involved and the rental cost of a bucket truck. Mgvto a
single hop reprogramming brings the cost down Egceor of
10 and therefore, economically, the single hop les®
reprogramming appears a good compromise.

In this paper, we present a protocol calX®tream having
both single and multi-hop reprogramming capabditigve
use the terms DStream-SHM and DStream-MHM
represent the single and multi-hop reprogrammingleacof
Stream. Using mathematical analysis, testbed exesrts
and simulations, we draw valuable inferences abizaitwo
reprogramming approaches. The common insight that
three gives us is that single hop may be more greffigient
and faster than multi-hop in some scenarios. Fa@ivan
topology, the cutoff depends on the link reliagilbf the
links in the network. High link reliability favorsmulti-hop
reprogramming. However the cross-over point depeols
which metric is of interest to the network ownefr-iti is
reprogramming time, the cross-over happens at arldiwk
reliability value than for energy. Second, for netks that
are linear (or close to linear), single hop repamgming
tends to be favored since a single broadcast ofctide

image can satisfy only a few nodes. The actual cgho
between the two modes will also be determined by t

human cost of reprogramming a node at a time asnigle
hop reprogramming. For reference, we quantify whisie for
the CSOnet deployment.

To summarize, our contributions are: 1) Motivate t
community to consider situations where single hogthmd
may be more attractive than the currently held vidéwnulti-

hop reprogramming. 2) Design a dual reprogrammiﬁ

protocol, DStream that does not significantly ims® the
code size or the memory footprint over the previSt®eam
protocol. 3) Through analytical, experimental aidudation
results, provide a set of guidelines that help te¢work
owner to choose single or multi-hop reprogrammi
approach based on current network conditions. Es¢ of
the paper is organized as follows. Sectibeurveys related

work. Sectionlll provides the detailed DStream desigrlsi

Section IV presents the mathematical analysis. Secdbn
explains the testbed and the simulation resultsti@eVI

! Technically this method is singi®de reprogramming. However,
the term single hop reprogramming follows the staiddusage in
the literature.
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concludes the paper with the recommendations fataork
owner.
Il.

In recent years, there has been significant relseaork
'gned at developing protocols for reprogrammingseen
nétworks. To the best of our knowledge, all of &hésting
reprogramming protocols provide either single ortinop
reprogramming features, but not both. Importantlisteng

RELATED WORK

work is silent on the choice between the two apghea for
ifferent deployment conditions.

The earliest network reprogramming protocol XNP [1]
operated over a single hop. The Multi-hop Over #ie
Programming (MOAP) protocol extended this to miugtip
hops [2]. It introduced several concepts which ased by
later multi-hop reprogramming protocols, namelycalo

Jecovery using unicast NACKs and broadcast of tieecand

sliding window based protocol for receiving partste code
image. However, it did not leverage the pipelingffgct with
segments of the code image. The three protocotsdéfane
the state-of-the-art today are Deluge, MNP, andhl&at They
are all based on the idea of epidemic based reliatoilticast
whereby code images are flooded through the netivoik
controlled manner guaranteeing reliability through use of
epidemic multicast. Deluge [3] was the earliest kndl down
me design principles used by the other two. Hsua
monotonically increasing version number, segmerits t
binary code image into pages, and pipelines théerdift
pages across the network. It builds on top of Teidk], a
%{otocol for a node to determine when to propagatie over
a single hop. The code distribution functions tigtoa three-
way handshake protocol of advertisement, request,cade
broadcast. The operation of each node is periaiording to
a fixed size time window. The first part of the daw is for
listening to advertisements and requests and sgndin
advertisements. The second part of the window is fo
transmitting or receiving code corresponding to theeived
requests. Within the first part of the time windoav,node
randomly selects a time at which to send an achesment
with meta-data containing the version number, thelrer of
f:omplete pages it has, and the total number of pagehe
age of this version. When the time to transmie th
advertisement comes, the node sees whether it éws fa
threshold number of advertisements with identicatardata,
and if so, it suppresses the advertisement. Whesda hears

hcode that is newer than its own, it sends a reqioesthat

code and the lowest number page it needs. In d@ndepart

of the periodic window, the node transmits packeth the
de image, corresponding to the pages for whicécitived
réquests. The design goal of MNP [4] is to choodecal
source of the code which can satisfy the maximumber of
nodes. Freshet [6] aggressively optimizes the @nerg
consumption for reprogramming by allowing a nodesleep
the code reaches its neighborhood.

There have been some studies which show how ldw lin
reliabilities cause problems in multi-hop networkd.1]
howed that shortest path algorithm in a networth Jdssy
nks selects a path with poor reliability. In [1@he authors
evaluate Deluge and MNP for different densities padket
organizations. But as far as we know, there has beeorior
work to study the effect of parameters like linkatgilities on
the performance of multi-hop reprogramming. In thaper,
we show how poor link qualities adversely affectltiiop



reprogramming making the alternate

reprogramming approach attractive.
Ill.  PROTOCOL DESIGN

single  hamd the new image is injected into the network giStream-

RS. The new image again includes Stream-AS and the

protocol avoids the entire reprogramming comporfes
) being transferred to all the nodes each time tiheark needs
A Background and Rationale to be reprogrammed. The exact saving in termseofittmber

It is desirable to have the sensor nodes equippibdtiee of pages transferred depends on the applicationy An

facility of both single and multi-hop reprogrammisg that a application that uses radio communication will needadd
choice can be made at runtime based on the curedwbrk about 11 more pages if Deluge is used while Stra&nadds
conditions (topology, link reliabilities, densitytcg The only one more pagé].
obvious approach is to have two separate reprogiagn :
protocols (a single hop protocol like XNP and a tivlubp "t Design Approach of DSiream . .
protocol like Stream) stored in each node’s permaswrage  Next we describe DStream that can provide bothlesing
(external flash) so that it can run the appropriatetocol and multi-hop reprogramming features. Le_t |n|_t|aﬁlj/r_10des
when required by loading that protocol from extéftesh to  have Stream-RS as image 0 and the application Strtram-
the program memory. This is not an attractive smiut AS as image 1. Each node is executing the imagede.c
because requiring a node to store two reprogrammfﬁ@ns'der that a new user application has to betejeinto
protocols decreases the storage (e.g. external ftasMica2 the network. o )
is 512KB) for the application running on the nod@ur 1.If multi-hop reprogramming is to be used, in resgoio

proposed approach is to have a single protocol With

single and multi-hop reprogramming capabilities.iskrg

single-hop reprogramming protocols, such as XNRegwmt
designed with the ability of propagating the codedates
through the network in a multi-hop manner. Thereftdrey
cannot serve as a starting point for our protobtullti-hop

reprogramming protocols like Deluge, Stream andlrgtare
more suited for this purpose. Since Stream is thst mnergy
efficient and fastest among these protocols, wesel&tream
and modified it to DStream, having both single amdti-hop

reprogramming capabilities.

For this paper, the meaning of single hop reprognam
is that only a single node, specified by the uséhin single
hop of the BN is reprogrammed. Contrary to whatriaene
suggests, single hop reprogramming does not mestnath
the nodes within the single hop of the BN are rggammed
by this approach. This is because the main ragobeahind
single hop reprogramming is to avoid reprogrammioges
which have low link reliability to the BN but magdhnically
be considered within a single hop of the BN. If attempt to
reprogram a node within single hop of the BN buthwow
link reliability, this may take considerable timedaenergy to

the reboot command from the user, all nodes in the

network reboot from image 0. This is accomplished a

follows:

a.From the computer, the user sends the command to
reboot from image 0 to the BN.

b.The BN executing image 1 broadcasts the reboot
command to its one hop neighbors and itself reboots
from image 0.

c.When a node running the user application receikes t
reboot command, it rebroadcasts the reboot command
and reboots from image 0.

.If single hop reprogramming is to be used, in resgoto

the reboot command from the user, a single nodeifgguk

by the user reboots from image 0. This is accothetisas

follows:

a.From the host computer, the user sends the comieand
reboot a single node, say nagdrom image 0 to the
BN.

b.The BN running image 1 broadcasts the reboot
command along with the user specified noderia its
one hop neighbors. The BN then reboots from image 0

c.Each node that receives the reboot command,

reprogramming.
B. Design approach of Sream

yes, it reboots from image 0. Otherwise, it igisore
the reboot command. So, only the nagleeboots from
image 0 (Stream-RS) and is subsequently reprogramme

The main disadvantage of multi-hop reprogrammirgyStream-RS starts to reprogram the node(s) that has

protocols like Deluge, MNP and Freshet is the osach
involved in reprogramming. Each protocol transtées entire
reprogramming protocol image together with the neser

rebooted from image 0. Thus, Stream-RS which faimas
bulk of the reprogramming protocol does not neeg an
modification to support the single-hop mode of apien.

application image. Since the reprogramming promeoe of 4.Stream-RS uses the three way handshake method for

considerable complexity, the inflation in the pragrimage
size that gets transferred over the wireless mednaoneases
greatly. The idea in Stream is to have all noddghémetwork

reprogramming [5] where each node broadcasts the
advertisement about the code pages that it has.nVehe
node hears the advertisement of newer data than it

be pre-installed with the Stream-ReprogrammingStppo currently has, it sends a request to the node tsivey

(Stream-RS) component that includes the
functionality for network reprogramming. Stream-RS
installed as image 0. The application image augatentith
the Stream-ApplicationSupport (Stream-AS) comporikat

completenewer data. Then the advertising node broadcasis th

requested data. Each node maintains & seintaining the
node ids of the nodes from which it has received th
requests.

provides minimal support for network reprogrammiigy 5.0nce the node downloads the new user application

installed as image 1. The addition to the sizehefrogram

completely, it performs a single-hop broadcastroA&K

image over the application image size with Stream i indicating it has completed downloading. In singtsp

significantly less than for previous protocols. Wha new
program image is to be injected into the network,ttze
nodes in the network running image 1 reboot fromagen O

3

reprogramming, only one node sends the ACK while in
multi-hop all nodes in the network are ultimately
reprogrammed and send the ACK message.



6.When a noden; receives the ACK from node, n; A. Reprogramming time

removes the id ofi, from the seS Note that in multi-hop The reprogramming model that we use for the argigsi
reprogramming case, sBtis maintained by all the nodes,n, anproximation of the behavior of DStream. Weddivthe
that are participating in sending code to any & ifime |ine into fixed-size rounds. The source sertls
neighbors, while only the BN has a non-empty Sef  5qyertisement at the beginning of each round arel th
single hop reprogramming and it only contains toéenid gestination, the one hop neighbor of the sourcehbars the
a. For the seBat a node A, the following invariant holds: 4qyertisement, sends one request for each newtisgveent
. AS={x| REQ(x, A) =trueLJACK(x, A) = fals8} ~  recejved. We assume, for tractability of analysigt the
This ensures that the st a node A consists of the ids of4yertisement and the request packets are reliiyered.
those nodg_s to which it is currently sending cadgrhents. This can be achieved in practice by either havirggparate
The condition for a node A to reboot from the US@Gnirol channel or by transmitting the control sismmultiple
application (image 1) is as follows: times to give a desired reliability. If this assuiop is not
AS = gl A #pages = Total number of pages true, then the multi-hop reprogramming time we fisda
The first condition is that A is not sending codeahy node |5wer bound. Once the source receives the reqtiestiata
and the second condition is that A itself has doaded all packets are sent immediately. If all the data peckea page
the pages of the application. i do not reach the destination, the remaining datkegia are
7.When the se€ is empty and all the images are completg,n; over the following one or more rounds. Theetifnis
(by complete we mean that all pages of all imag@eeh jefined as the time to send a new advertisemeotive a
beer_1 downloaded), the node_reboots from_ image vlmsor_equest, and send all thi, packets of the page being
multi-hop case, at completion, the entire netwosk jgqyertised when the link reliability is 1.0. Thanmber of
reprogrammed and all nodes reboot from image Ihén 4 ngs that it takes for all the packets in a pagee received
single hop case, the sBtis always empty for the nod® ot the destination is thus a random variable, icaM.. The
that is reprogrammed and hence immediately after jithapility of completing the upload of the entirge within
completes downloading the image, the nadgends ACK e kih round since the start of transmitting the pagehés
and reboots from image 1. Whe_n the BN recew_esAtDK probability that each packet in the page is sudckgs
from the nodeg, it removes the id of node from its sefS  gejivered withink rounds. Assuming independence of the

and reboots from image 1. losses of different packets within a page,
From the above discussion, it is clear that DStream ) Ase
provide both multi-hop and single hop reprogramming - it
features. If the user specifies the id of the nadebe P(N, <k) ;Pﬁ(l PS) (1)

reprogrammed in the reboot command, DStream repnagr
only the specified node (single hop reprogrammiBgsides
this, the user can also specify an option (swit¢h) $r

The expected number of rounds for successfullyisgral
whole page is

automatic switching between single and multi-hop EINT=NiP(N =i = N >i 2
approaches. When this option is specified, DStretants [N .2:1: PN =D ;P( =) @)
with multi-hop reprogramming. When a nodereceives a © _ © )

request from a node, for a page of the new image, keeps E[INJ=> (L-P(N, <i))=> (1-P(N, <i-1)) (3)
track of how many packets are requested for theegsge in =1 =1

the next request bi,. This givesn; the estimate of the link S i-1 i Ao

reliability betweem; andn,. If the estimated link reliability is E[N]=) 1—{2 P(1-R) } (4)
less than some threshold (user specified), a messagent i= =1

back to the BN informing it about the current lirkiability Since the page transmission is pipelined, the dgdec

betweemn, andn,. The BN then forwards that message to thfimber of rounds it takes to download the wholdliegtion

computer. This suggests the user to switch to sifglp at a nodér-hop away is given by

reprogramming forn,. In this way, nodes with low link E[N ]:min{SEQN ~1)+h),N IZIh} EN. ] (5)

qualities are reprogrammed using single hop metaod o P TP r

other nodes are reprogrammed using multi-hop method ~ Hereh.E[Nr] is the _number of rounds to download the first
V. MATHEMATICAL ANALYSIS page 3.(Np-1).E[Nr] is the number of rounds to download the

) ) rest of the pages if the network spans across thare4 hops
Here we present an approximate analysis of thgcause of two-hop interference effect on pipegjnie. at

reprogramming time and energy for DStream-SHM agghy point of time, if a node at hdyreceives data from hdp

DStream-MHM for linear and grid networks. For linea no node at hop+1 can send data at the same time because

networks, we assume that the spacing between amh&ec of collision at hoph [3] . For networks with maximum hop

nodes is equal to the transmission range and fat Gfeparation less than 4, there is no pipelining hef code

networks, it isv2 times the grid spacing. Let the applicatioftansfer andNp.h.E[Nr] is the number of rounds to download

Eonstl)St t?]fN;i_ plf\geﬁ \éYIIF?Apktf DQCkletSh per page. Leks |(?fnd all the pages [3]. From Equation (4) and Equat®n

rv be the link reliability of single hop reprogrammiiifor o

the link between the BN and the single node being B[Nl —mln{SEQNp “D+h).N, Dh}[

reprogrammed) and multi-hop reprogramming (we assum o i A (6)

identical link reliability for all links) respectaly. Let Ps be Z[ ]-{ZPS( 1_PS)J1:| ]

the probability of successful transmission of akedover a = =1

single link, which is equal tbgs in single hop mode anidsy

in multi-hop mode.



Assuming maximum number of hops to g, and the o

round time to beT,, the expected multi-hop reprogramming ] 5 5 1
time is S ||e
Tconv(M) =Tr DE[Nr,r\mx] (7) ‘E,S: i
For multi-hop reprogrammind?s = Lgy. For single-hop E 5
reprogrammingPs = Lgs, and the pages can not be pipelined. g* R *
Therefore, the reprogramming time for the single-hmde is 33 o O 3
< it L % B ¢ ‘:: ______ ST e i
Toonv(S) =NO, DNpZ 1- ZLRS (1_ I-Rs)J (8) & g = o ;,__.—-——f
i=1 j=1 o H L i
The relative reprogramming time of single-hop tattbf Link reliability LRM (line)
multi-hop is given by Figure 1. Relative reprogramming time (single hop : multi-hop)
T asafunction of link reliability for linear topologies
— conv(S) _
Tconv(S/M) - T - a0
conv(M) —e— =3 | : : ‘.~‘<>
. N T
o -1 i kt & 20520 : : Lo
1= 2 e H . 4
T S DT L CTE - N S
- - g 40 “““““““““ 0 |
w i1 i A S BRSE :
BUNe =D+ ho )X ) 17| 2 Law (- L) S 1 : . S
i=1 j=1 g o} : e T N
= : T
Using Equation (9), Figure 5 and Figure 6 show thr @ .| ____- S o ; il
relative reprogramming time (single hop/ multi-hop) o _— s 5 x

respectively for linear and grid topologies as acfion Lry
for different network sizes with.r=0.95, Np=12 pages, . _ o _ _
Apkt:48 packetshym=N-1, for the line topology, wherll is Figure 2. Relatlvgreprogrammmg .tlme (smgle hop : multl-hop)
the number of nodes, anths = m1 for the nxm grid asafunction of link reliability for grid topologies
(ignoring the edge effects). Let the redundant set at hbfbe S, where$, is the set of
For the linear topology, as the network size ingesathe nodes at hof that can be reprogrammed by one node at hop
multi-hop mode reprogramming is faster due to tipelming h-1. Let|S)| be the average size of the set. Moreoverg;|dte
effect of multiple pages. However for the 5 nodéwoek, the cardinality of the subset of nodes at Hep that can
when the multi-hop link reliability is less thar80single hop reprogram all the nodes at hbpThe additional energy cost
reprogramming is preferred from the delay pointiefv. For to reprogram all the nodes at hlogiven that all the nodes at
the grid topology, the reprogramming time of theltirwop hoph-1 have been reprogrammed is given by

Link reliability LRM (grid)

mode is always better than that of the single hogerdue to N [N, [Cl&,
two factors— the spatial multiplexing and multipfedes E,=KIN, [N, [Cl, =—* p‘S"‘ (11)
receiving the same single broadcast of the cod&epache R

spatial multiplexing becomes more efficient witttri@asing The total energy overhead of multi-hop reprograngaith
network size, which explains the advantage of mhdp the nodes in a network with,, maximum number of hops is

reprogramming as network size increases. h=hya Wl NN, [T [,
Ew= D E = — (12)
B. Energy Cost =i = LS

Let C be the energy cost of transmitting a single packet For a linear topology dfl nodes withR,, = d, whered the
The energy cost of receiving packets depends osfeeifics spacing between nodes, aRy is the transmission range,
of the underlying application such as sleeping dutes. -1 g|=1, anch,_, =(N-1). For annxm grid topology,
Moreover, since receiving and idle listening halraast the
same energy cost, the energy overhead beyond paitkeering edge effects, with = 1/2d,ah=[%1, IS| =3, and
transmission can be directly computed from thﬁm —(m=1) (i ina the ed ff _ 14
reprogramming time. Hence, in this analysis, we thse o = (M=1) (ignoring the edge e e(.:ts). LB = Apa
number of transmitted packets as a measure of EH&], where the second term is to account for the
reprogramming energy_ The expected number @ﬂvertlsement paCket and the last term repreéﬂmm@ected
transmissions over a link for a successful transimisof a Number of request packets to successfully trantraitvhole

packetN,q is page (Equation 4). For single-hop reprogrammipg=(Lgs),
K=o - 1 the total energy to reprogram all the nodes isrglwe
K=E[Ng] =2 |KORA-R)™) =5 (10) N, [N, [CIN
¢ k:l[ 1 ) P, By = (13)
RS

The relative energy consumption of single-hop tdtimu
hop reprogramming is given by,



both testbed experiments and simulations. The osethat
Es/u =5 Np[ﬂp\*‘ ti* ES[N’])[CD\I/LRS we use to compare single and multi-hop reprogramgmin
Ev “‘z"“‘[ N, EQAM +1+E, [N,]) [c Wh} approaches are reprogramming time and energy.

P

= LSl A. Calculation of reprogramming time and energy

R o (14) For multi-hop reprogramming, time to reprogram the
NS (A,M +1+ 2[1{ Les (1~ LRS)H} D network is the time interval between the instgnivhen the
i j=

=1

=1 BN sends the first advertisement packet to theairist when

- o TS the last node (the one which takes the longest time
ax o | j-1 . .
Lo (ah)(AerlJrz{l{ s (1_ U;nv\]) } U download the new application) completes downloadimg
- new application. Since clocks maintained by theesod the

network are not synchronized, we cannot take tFerdnce
betweent; andt,. Although a synchronization protocol can
be used to solve this issue, we do not use it iregperiments
because we do not want to add to the load in theank (due
to synchronization messages) or the node (due & th
synchronization protocol). Instead we follow thdldaing
approach. When the BN sends the first advertiseipaciet,
it reads its local clock and stores the currenalldicnety in

T . : its external flash. Then it broadcasts a speciakgiacalled
“SF ‘ : Z 5 1 the sync packet after putting its node id thesrc field of the
0.4

s os 57 55 s packet. It stores the tintg¢ when the sync packet is sent (i.e.
Link reliability LRM (Line)

Figure 3. Relative energy overhead (single hop : multi-hop) asa
function of link reliability for linear topologies

Relative energy overhead (s/m)

when sendDone( ) event is signaled). Each niodle the
network stores the local tinig when it receives the first sync
packet. It also stores the id of the node from Whiceceived
the first sync packet. Let us define a parent abdei to be
the nodej from which the nodé receives the first sync
packet. Then the noddroadcasts the sync packet (with its id
inserted into thesrc field) after random time uniformly
distributed between some interV@T). This is to avoid the
collision of the sync messages broadcast by diffen@des
within the communication range of each other. Fynéte
nodei stores the timé, when it completes downloading all
the pages of the new image. Note that a riaday receive

: _ : many sync packets but it discards all of them eixttep first

al i - - = one. Also, a node sends a sync packet only onceth&o

Relative eneregy overhead(s/m)

Link reliability LRM (grid) approach floods the sync packet across the netioré
Figure 4. Relative energy overhead (single hop : multi-hop) asa ~ controlled manner. LeR be the reprogramming time for a
function of link reliability for grid topologies nodei- the time interval between the instant when the BN

nds the first advertisement packet and the insthen the
dei downloads the new code image completely. Let the
parent of the nodebei,; whose parent is and so on, anil is

the BN. Reprogramming tinte for nodei is

Using Equation 14, we plot relative energy overhe%@
(single hop/ multi-hop) versudry for linear and grid
topologies for different network sizes. Figure 8wh that the
single hop mode is more efficient than the mulip-tmode for

the linear topology with link reliability less tha@.8. R :(tiz_t(i))_,_zn:(tik —t(i;)
k=1

Moreover, the difference increases, in favor of shgle hop
mode, as the network size increases. In lineardgpes, only
one node can be satisfied by the transmission hgda and
this negatively impacts the energy consumptiorhef multi-
hop mode. This is due to the low link reliabilitiegh |S)| =1
for the line topology. Figure 4 shows that for algopology,
almost irrespective of its size, the single hop eniglbetter

Reprogramming time for the network max(R) over all
nodes in the network.

For DStream-SHM, we calculate the ting¢o reprogram a
single node using the same method as explaineceabawe
to reprogram the network using single hop methdg-=ibl*t;
whereN is the number of nodes in the network. Of counse,

when the link reliability is less than or equal@@ and the do not include the time required by the user to enowm one
multi-hop mode is better otherwise. Below multi-hbipk node to another since such travel times differsmfro
reliability of 0.8, a redundant set of si&| = 3 is not enough deployment to deployment. To compare the reprogriagnm
to compensate for the lower reliability, howeverb@écomes times for single and multi-hop approaches for agigensor
enough for multi-hop link reliabilities of more th&.8. For a network deployment, one should add these traveidito the
deployment with higher transmission ranges and éaéiigher single hop reprogramming times mentioned in thipepa
values of|§)|, the balance will shift in favor of multi-hopAlternately, the reprogramming of the nodes candbee
reprogramming. concurrently through multiple base stations at ghéu
V. EXPERIMENTS ANDRESULTS resource cost.

We implement DStream using the nesC programming Among the various factors that contribute to thergp
language in TinyOS. In this section, we compare theed in the process of reprogramming, two imporaes are
performances of DStream-SHM and DStream-MHM using
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the amount of radio transmissions in the networldl #e MHM is always better for the range dfgry (0.6-1.0)
number of flash-writes (the downloaded applicaiowritten considered in these experiments. But it should dtechthat
to the external flash as image 1). Since the raditsmissions even in large grids, if we carry out the experimefutrr link
are the major sources of energy consumption anduheer reliabilities less than 0.6, then below some vajusingle hop
of writes to the external Flash is the same intthe cases becomes faster than multi-hop reprogramming. FigiHz
(DStream-SHM and DStream-MHM), we take the totahows that there exists some value of link religbilgy >0.6
number of packets transmitted by all nodes in #tevark as for which multi-hop reprogramming takes less enetiggn
the measure of energy used in reprogramming. Hbening single hop reprogramming. For good link reliaksidj multi-
energy depends on two primary factors — the fgghe time hop approach is faster and more energy efficiesu tingle
to complete reprogramming (which is already captuneour hop because of the following reasons: (1) Multildéening
first metric) and the second is application polidout setting nodes: In multi-hop reprogramming, a single broatofthe
the node off to sleep (which is not related to thata packet by a node can be received by all ighbers
reprogramming protocol itself). The receiving enyeagd the simultaneously. On the other hand, in single hop
listening energy are therefore neglected in théuetian. reprogramming, a single broadcast of the data paiske
- received by only one node at a time. (2) Spatidtiptexing:
B. Testbed deﬂcnpnori ) ) ~ In multi-hop reprogramming, spatial multiplexingthe code
We perform the experiments using Mica2 nodes hagingransfer makes reprogramming faster. Note that iapat
7.37 MHz, 8 bit microcontroller; 128KB of programemory; multiplexing contributes in reducing the reprograimgrtime,
4KB of RAM; 512KB external flash and 916 MHz radigot the energy. As link reliability decreases, thfference
transceiver. Testbed experiments are performedtiioze petween single and multi-hop approaches in termbabifi
different netiNOl'k topologles: grld, linear and a?dt(DSO_net reprogramming time and energy decreases and forr,,
networks (Figure 5). For each network topology, dedine single hop reprogramming becomes faster andrfer r.
neighbors of a node; as those nodes which can receive thgngle hop reprogramming is more energy efficieAn
packets sent by,. In our testbed experiments, if a notle experimental observation is that#r. in general; thus system
receives a packet from a noaewhich is not its neighbor, thedesigners have to make a decision depending orhwhetric
packet is dropped. Otherwiserif andn, are neighborsn: is more important, energy or delay. In linear nekso the
generates a random numberuniformly distributed in the only advantage that multi-hop reprogramming has sirgle
interval [0,1] and ifu<Lgy, thenn, accepts the packethop reprogramming is spatial multiplexing of thedeo
otherwise the packet is dropped. This emulategmifft link transfer. By definition, a single broadcast carsaitsfy more
reliabilities, since it is difficult to generate mimental than one node in linear networks and thus thisofacannot
conditions with exact link reliabilities. For theidj network provide an advantage to DStream-MHM. Hence as shiown
used in our experiments, the transmission rdRgef a node Figure 6-c and Figure 6-d, the advantage of DStrigttivI
satisfiesv2d < Ry < 2d, whered is the separation between thgyver DStream-SHM is not as pronounced as in gridiors.
two adjacent nodes in any row or column of the .gFiok the Further, spatial multiplexing helps to make repamgming
linear networksgd<Ry<2d. For multi-hop reprogramming offaster but does not contribute in reducing theagmmming
grid network, a node situated at one corner ofgttie acts as energy. As a result, as shown in Figure 6-d sirybe
the BN while the node at one end of the line is BN for reprogramming is aiways more energy efficient timaunti-
linear networks. For DStream-SHM, the link re'lﬁblbf the hop reprogramming for linear networks. Since Sibatia
single wireless link from the user to the one nd@ng multiplexing of the code transfer is effective ftarger
reprogrammed is kept constant (0.95) in the expem® In networks, multi-hop reprogramming incurs less deflagn
practice, this is a high value since the user @relgse to the single hop reprogramming for large networks (foarple in

node with the BN and there is no other transmisgming on. Figure 6-c, for networks having at least 4 nodes)bod link
In DStream-MHM, the link reliabilitied ry, of all links are rejianilities.

identical and we vary it from 0.6 to 1.0 (perfdok).The link Base node

reliabilities shown in Figure 5 are derived fronmalaollected | EmNet1
over a summer period by doing a ping test with tadios o 0
with no other traffic in the CSOnet network. Thdues of 95%  95%  60% 7% 90% 68;/‘31)/ g
link reliabilities among the nodes vary over diffiet seasons

of the year and even within the same season, thentu Base node
environmental conditions may change these valuas fine

day to another. o5%  68%  83% 9%

C. Testbed experiment results 97%

Figure 6-a and Figure 6-b compare the average 85%
reprogramming time and energy for 2x2, 3x3 and ¢xd Figure5: Two CSOnet networks: EmNet1 and EmNet2
networks using DStream-SHM and DStream-MHM with We can conclude that for linear networks (or neksor
different values of link reliabilities. These figag show that which are approximately linear, i.e. most of thele® have
multi-hop reprogramming takes more time and enemy degree 2) single hop reprogramming is always moergy
reprogram the network if link reliability is decseal because efficient than multi-hop reprogramming and excemt Very
of more retransmissions (and hence more time) regdor a high link reliabilities among the nodes, single hopthod is
packet to be successfully received by the sensde.réigure also faster than multi-hop method. On the othedhamulti-
6-a shows that in small networksx@in the experiment), for hop reprogramming is faster and more energy efftcfer
Lrv<0.8, single hop reprogramming is faster than rhd reasonable link reliabiliies in grid networks, itthe
reprogramming. However, for larger networks, DStiea
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Figure 6: Testbed results. Reprogramming timefor (a) grid, (c) linear and (e) CSOnet networks. Number of packetstransmitted in
the network during reprogramming for (b) grid, (d) linear and (f) CSOnet networks. For grid and linear topologies, the leftmost
bar isreprogramming timefor single hop and the remaining bars are multi-hop reprogramming times with increasing link
reliabilities. The order of thelegendsisthe order of the barsfrom left toright.

advantage increasing with network size. Howeversiolan reprogramming improves as the network density iezs.
that for practical deployments other factors, sashtravel This is due to the increase in the number of nddastcan
times may be added to the cost of DStream-SHM. listen to the single broadcast of the code pacleetthe
Figure 6-e and Figure 6-f compare reprogramminge timetwork density increases. Figure 7-g and Figute show
and energy for the two CSOnet networks (FigureSiice the reprogramming time and the overhead energectisply
EmNetl is a linear network, reprogramming energy fas a function of the multi-hop link reliability faa random
EmNetl is always less for single hop case thamhiéi-hop topology with N = 100 andlzs=0.95. Figure 7-g shows that
case. Reprogramming time of EmNetl is also lessifagle multi-hop reprogramming is always faster and getielb as
hop reprogramming than multi-hop reprogramming beea the multi-hop link reliability increases-again due the
some link reliabilities are very low (like 60% a68%). Even pipelining of the code in multi-hop reprogrammitggure 7-
though multi-hop reprogramming for EmNetl has theshows that overhead energy of single hop repnomiag is

advantage of spatial multiplexing of the code tfansvhich
helps to reduce the reprogramming time, the disatdge due
to low link reliabilities outweighs this advantag&or
EmNet2, multi-hop reprogramming is faster than leirgpp
reprogramming because multiple listening nodesrearive
the single broadcast of the data packet simultasigcand
spatial multiplexing of the code transfer make ivuttp
reprogramming faster. The reprogramming energysiogle
and multi-hop reprogramming are almost equal foNEIR.

D. Smulation Results

We used TOSSIM simulator to examine the trend
overhead energy and reprogramming time for largeeds
networks. We perform simulations for three différeatwork
topologies: grid, linear and random. The randorolmgy is
generated by uniformly distributing nodes with sogieen
density over a square field. Figure 7-a to Figuak cbmpare

lower than that of multi-hop reprogramming when timd
reliability is less than or equal to 0.7 and thdtishop mode
is better otherwise. Below a link reliability of/Q.the number
of the nodes that can simultaneously receive thglesi
broadcast of the code packet is not enough to cosgpe for
the lower reliability. However, it becomes enoug fink
reliabilities of greater than 0.7. For a deploymeith higher
transmission ranges, the balance will shift in fagb multi-
hop reprogramming.
VI. CONCLUSION

of Complementary to the prevalent idea explored irelass
reprogramming protocols, this paper posits thaglsirhop
reprogramming can be a better choice under spewfiwork
conditions. To identify the conditions which fawgingle hop
reprogramming, we performed mathematical analysstbed
experiments (including experiments on real-worlchsee

DStream-SHM and DStream-MHM for linear and grifietworks) and simulations. Using Equation (9) aogidEion

networks withLgy = 0.9 and_gs=0.95. These results confirm(14), we can approximately find under what valuédirk
with the analytical and testbed resuilts. reliabilities, and redundancy in the network, sinigbp can be

Figure 7-e and Figure 7-f show the reprogramminget better than multi-hop method in terms of reprograngnime
and the overhead energy respectively as a funofioetwork and/or energy. Further from our mathematical amslys
density (shown as number of neighbors per node)afortestbed experiments and simulations, we can prothge
random topology consisting of 100 nodes withy = 0.9 and following insights which can serve as a guidelie the
Lrs=0.95. The figures show that the performance ofirholp network-owner:
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.Figure7: Simulation results. Reprogramming time as a function of network sizefor (a) linear and (c) grid networks (LRM=0.9).
Number of transmitted packets as a function of network sizefor (b) linear and (d) grid networks (LRM=0.9). For random
topology, (€) reprogramming time and (f) number of transmitted packets as a function of network density (LRM=0.9); (g)

Reprogramming time and (h) number of transmitted packets as a function of link reliability for 100-random topology (M ean
number of neighbors=8). The multi hop result bar isto theleft of the single hop result bar.

1)If the network is linear or approximately lineaingle hop
reprogramming is favored in terms of energy.

2) For smaller linear networks, single hop is fastiean
multi-hop if link reliabilities are poor. Our te®d results
show that for a linear network consisting of 5 rdgengle
hop is faster if link reliability is less than 0Bven for larger
networks, if some of the links are very unreliafds in the
CSOnet deployments), single hop can be faster tialti-
hop reprogramming. However as the network sizecaes,
multi-hop improves relative to single hop since ghiping
becomes more efficient.

3) For non linear networks, unless the link relialgs are
very poor, multi-hop reprogramming is both more rgge
efficient and faster than single hop. But single & worth
considering if some links are really unreliable

4) The exact cross-over link reliability below whisingle
hop outperforms multi-hop depends on what metricane
interested in. If it is reprogramming time, thee ttross-over
value is lower than that for reprogramming energy.

5) With increasing density, multi-hop performs betsince
more number of nodes can be satisfied by a singladocast
of the code image. Also, this reaffirms the claimStream
and Deluge that they are able to handle high n&twensities
by appropriate collision arbitration schemes.

We are performing work currently on supportin

reprogramming in heterogeneous networks, includiog

(1]

(2]

(3]

(4]

(5]

—_

6]

(7]

(9]

nodes that have multiple channels as in wirelesshme

networks

(11]

for
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